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Abstract: Nowadays Heart Disease is one of the main causes of death in and around countries. Several studies with different 

technologies have been made in diagnosis and treatment ofheart disease, which includes association rules, logistic regression, 

fuzzy modeling, Decision tree and neural network. The existing system uses the C4.5 decision tree algorithm to predict this type 

of disease in an existing technique the Small variation in data can lead to different decision trees especially when the variables 

are close to each other in value and it does not work very well on a small training set. The existing techniques are confined to 

small datasets that are specific to one particular disease and this knowledge mined is not indispensable for classification of risk 

factors for the HD events. The implemented methodology uses SPAM Classification algorithm for identification of HD related 

risk factors for the events that includes Myocardial Infarction, Percutaneous Coronary Intervention, and Coronary Artery 

bypass graft surgery based on five different splitting criteria that includes Information Gain, Gini Index, Likelihood Ratio Chi-

Squared Statistics, Gain Ratio, and Distance Measure. Using performance measures, correctly classified values have been found 

for each splitting criteria’s and accuracy is calculated. The principle which has highest accuracy is distance measure and it is 

used for classification of risk factors and HD diagnosis. The implemented methodology, Spam Classification Using Nearest 

Neighbors Technique gives high classification accuracy compared to the aforementioned existing techniques. 
 

Index Terms: Heart diseases (HD), data mining, SPAM, Risk Factors. 
 

I. INTRODUCTION 
Data mining is a form of knowledge discovery essential for solving problems in a specific domain. Classification is a 

technique used for discovering classes of unknown data. Various methods for classification exists like bayesian, decision trees, 

rule based, neural networks etc. The objective of the implemented system was to develop a data mining system based on Nearest 

Neighbors Technique for the assessment of HD related risk factors targeting in the reduction of HD events. Data-mining analysis 

was carried out using the SPAM Nearest Neighbors Algorithm with five different splitting criteria for extracting rules based on 

the riskfactorsage, (sex, FH, SMBEF, SMAFT, TC, TG, HDLM, HDLW, GLU, HXHTN, HXDM, SBP, DBP, LDL). 

Data mining facilitates data exploration using data analysis methods with sophisticated algorithms in order to discover 

unknown patterns. Such algorithms include Nearest Neighbors that have been used widely in medicine.  

Nearest Neighbors algorithms give reliable and effective results that provide high-classification accuracy with a simple 

representation of gathered knowledge, and are especially appropriate to support decision-making processes in medicine. A 

Nearest Neighbor Classifier assumes all instances correspond to points in the n-dimensional space. During learning, all instances 

are remembered. When a new point is classified, the k-nearest points to the new point are found and are used with a weight for 

determining the class value of the new point. This method is used to create separate lists of scores for words in the ham and spam 

training sets.  

sspam=(nspamXi=1ospam;inspam) (nhamXi=1oham;inham) 

 

In the implemented system, the following splitting criteria were used: Information Gain, Gini Index, Likelihood Ratio 

Chi-Squared Statistics, Gain Ratio, and Distance Measure. Based on these splitting criteria, five different decision trees are 

constructed. Using performance measures, training and testing datasets are compared and accuracy is calculated. The criterion 

which has highest accuracy is used as best splitting criteria for decision tree construction such that risk factors are classified for 

HD diagnosis. 

 
Fig .1. Block Diagram of the Heart Disease diagnosis system Architecture 

Novel Approach for Heart Disease verdict Using Data 

Mining Technique 
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II. DATASET PREPROCESSING 
The data preprocessing is the first processing module in the project. Analyzing data that has not been carefully screened 

for such problems can produce misleading results. If there is much irrelevant and redundant information present or noisy and 

unreliable data, then knowledge discovery during the training phase is more difficult. 

 

TABLE I. ORIGINAL DATASET 

 

TABLE II. PREPROCESSED DATASET 

 

TABLE III. CODED DATASET 

 

Thus, the representation and quality of data is first and foremost before any process. Steps involved in dataset preprocessing are 

as follows, 

 Missing values are filled using K-Nearest Neighbor algorithm 

 Duplications were removed 

 Data were coded  

 

The Steps involved in filling up the missing values are: 

1. Determine parameter K = number of nearest neighbors  

2. Calculate the distance between the query-instance and all the training samples  

3. Sort the distance and determine nearest neighbors based on the K-th minimum distance  

4. Gather the values of „y‟ of the nearest neighbors 

5. Use average of nearest neighbors as the prediction value of the query instance  

If both the row has same value that is, the values  

 

Duplicated, then any one of the row is removed from the dataset. None of the row is removed if at least one value differs in any 

column of the tuple. 

 

III. NEAREST NEIGHBOUR CLASSIFICATION 
A nearest neighbour classifier is a `lazy learner' that does not process patterns during training. When a request to 

classify a query vector is made the closest training vector(s), according to a distance metric are located. The classes of these 

training vectors are used to assign a class to the query vector. Due to the nature of the feature vectors, with features as positive 

integer values, the Euclidean distance metric will be used for both methods. This is in contrast to the Hamming distance metric 

used in [1] which uses a binary feature vector.  

 

3.1 kd-tree Method  

This paper uses the kd-tree nearest neighbour algorithm implemented in the Mount's ANN library for C++ [2]. It has 

been modifed slightly to compile cleanly on modern Linux systems. The kd-tree method is one method with which the training 

Age Sex FH SMBEF HXHTN HXDM SMAFT SBP DBP TC HDLW HDLM LDL TG GLU CL 

65 2 1 1 2 1 2 80 90 200 50 30 80 67 112 1 

31 1 1 1 2 1 1 100 80 45 60 50 100 56 110 2 

45 1 2 2 2 1 2 149 60 80 70 40 120 100 90 3 

45 1 2 2 2 1 2 149 60 80 70 40 120 100 90 3 

80 2 2 1 1 1 1 150 ? 190 80 60 23 150 150 4 

Age Sex FH SMBEF HXHTN HXDM SMAFT SBP DBP TC HDLW HDLM LDL TG GLU CL 

65 2 1 1 2 1 2 80 90 200 50 30 80 67 112 1 

31 1 1 1 2 1 1 100 80 45 60 50 100 56 110 2 

45 1 2 2 2 1 2 149 60 80 70 40 120 100 90 3 

80 2 2 1 1 1 1 150 70 190 80 60 23 150 150 4 

Age Sex FH SMBEF HXHTN HXDM SMAFT SBP DBP TC HDLW HDLM LDL TG GLU CL 

3 N Y Y N Y N L H H N L N N N 1 

1 Y Y Y N Y Y N N N N N H N H 2 

1 Y N N N Y N H N N H N H N N 3 

4 N N Y Y Y Y H N H H H N H H 4 
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data feature space can be decomposed and represented as a highly searchable tree structure. The algorithm that builds the tree 

will continuously partition the feature space into smaller boxes until a tree is formed in which each leaf node contains fewer 

points than a defined bucket size. Partitioning is carried out according to a splitting rule, here Mount and Arya's suggested sliding 

midpoint rule is used [3]. A bucket size of 1 will also be used by default.  

 

3.2 Approximate Nearest Neighbour Searching  

 Although most implementations of nearest neighbour classifiers locate the absolute nearest neighbours this may not 

always be required. Where there is a large data set and well defned clusters that separate classes it may be enough to simply 

identify the approximate nearest neighbours, saving on processing time. The ANN library  implements approximate nearest 

neighbour searching using a specifed error bound. When an error bound ² is specifed the distance to the neighbour returned may 

exceed the distance to the real neighbour by a factor of (1 + ²).  

 

3.3 Classifcation Rule 

The classifcation rule governs how the nearest neighbours vote on the classification of a query point. In this paper a 

distance weighted approach with a threshold will be used. A mail will be classifed as spam if 1DKXk=11dk¸ t (3) 

Where,  

 

K            the number of nearest neighbours,  

 

D           is the total distance between the query points and all neighbours, 

 

dk           is the distance between the query point and the kth neighbours.  is a fixed threshold value (0 < t · 1) that is a measure of 

the confidence required that a mail is spam in order to classify it as such. 

 

3.4 Parameter Tuning 

The classifier has four parameters that may be varied. By examining the relationship that each parameter has with 

accuracy and speed of classification sensible defaults were established: 

k = 5 No. of nearest neighbours 

p = 4000 Maximum training points 

t = 0:8 Classi¯cation threshold 

² = 5 Approximation error bound 

 

As expected, increasing k resulted in lower false positive rates, the benefits of which are set by lower overall accuracy. 

k = 5 was selected as a good Compromise. Increasing the number of training points, p gave rise to increased accuracy and lower 

speed, up to the point at which over-fitting began to occur (9000 points in this case).  

A default of a maximum of p = 4000 was chosen as a good compromise between speed and accuracy. Altering the 

threshold simply adjusted the balance between false positive and false negative rates. A threshold of 0.8 was chosen to favour 

false negative classifications since false positives are more inconvenient. 

Classification times appear to be inversely proportional to the error bound ² whilst accuracy decreases with a roughly 

linear path as per the graphs in Figure 2. Taking ² = 5 seems to be a good choice. This o®ers classification times around a quarter 

of those where no approximation is used. Overall accuracy decreases by only 0.31% 

 

IV. CLASSIFICATION OF RISK FACTORS 
The Spam algorithm, which uses the A Nearest Neighbor Classifier approach. The algorithm uses a selected criterion to 

build the tree. It works top–down, seeking at each stage an attribute to split on that which best separates the classes, and then 

recursively processing the sub problems that result from the split.  

 

Input: 

1) Training dataset D, which is a set of training observations and their associated class value. 

2) Attribute list A, the set of candidate attributes. 

3) Selected splitting criteria method. 

 

Output: A decision tree. 

Decision tree construction module having the following 5 splitting criteria are to be investigated for training the dataset. 

 

1. Information Gain (IG) 

Information gain is based on Claude Shannon‟s work on information theory. InfoGain of an attribute A is used to select 

the best splitting criterion attribute. The highest InfoGain is selected to build the decision tree 
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                 ..Eq.1 

Where, 

                            ..Eq.2 

                             ..Eq.3 

2. Gini Index (GI) 

The Gini index is an impurity-based criterion that measures the divergence between the probability distributions of the 

target attributes values 

           ..Eq.4 

 

3. Likelihood Ratio Chi-Squared Statistics  

The likelihood ratio chi-squared statistic is useful for measuring the statistical significance of the information gain 

criterion 

           ..Eq.5  

4. Gain Ratio (GR) 

Gain ratio biases the decision tree against considering attributes with a large number of distinct values. So it solves the 

drawback of information gain 

       ..Eq.6 

 

5. Distance Measure (DM) 

Distance measure, like GR, normalizes the impurity criterion (GI). It suggests normalizing it in a different way 

                  ..Eq.7 

 

V. PERFORMANCE EVALUATION 
In order to evaluate the performance of above techniques, the following factors are to be investigated.  

 Correct classifications (%CC): is the percentage of the correctly classified records; equals to (TP + TN)/N. 

 True positive rate (%TP): corresponds to the number of positive examples correctly predicted by the classification model. 

 False positive rate (%FP): corresponds to the number of negative examples wrongly predicted as positive by the 

classification model. 

 True negative rate (%TN): corresponds to the number of negative examples correctly predicted by the classification model. 

 False negative rate (%FN): corresponds to the number of positive examples wrongly predicted as negative by the 

classification model. 

 Sensitivity: is defined as the fraction of positive examples predicted correctly by the model, equals to TP/(TP +FN). 

 Specificity: is defined as the fraction of negative examples predicted correctly by the model, equals to TN/(TN+FP). 

 Support: is the number of cases for which the rule applies (or predicts correctly; that is, if we have the rule X → Z, Support 

is the probability that a transaction contains {X, Z} [26] 

 Support = P (XZ) =no of cases that satisfyX andZ/|D|  

 Confidence: is the number of cases for which the rule applies (or predicts correctly), expressed as a percentage of all 

instances to which it applies (that is, if we have the rule 

 X → Z, Confidence is the conditional probability that a transaction having X also contains Z) [26] 

Confidence = P (Z|X) = P (XZ)/P (X). 
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VI. RESULT ANALYSIS 
Nearest Neighbors used five different splitting criteria for constructing five different decision trees. The training and 

testing datasets were compared after decision tree construction for finding out correctly classified values.  Using Performance 

measures, the dataset‟s attribute value has been correctly classified and accuracy is calculated. 

The criterion which has obtained highest accuracy is Distance measure and it is used for classification of risk factors 

that is, decision tree construction and CHD diagnosis.  

 
5.1 ADVANTAGES OF IMPLEMENTED SYSTEM 

 The highest percentages of correct classifications are achieved using this method. 

 The initial no of attribute values are also reduced using preprocessing technique. 

 Both discrete and continues values can be evaluated 

 

VII. CONCLUSION 
The implemented methodology uses Nearest Neighbors classification technique for HD related risk factors and 

reduction of HD events that includes Myocardial Infarction, Percutaneous Coronary Intervention, and coronary Artery bypass 

graft surgery. It has been shown that by using a kd-tree and approximate searching a nearest neighbour classifier can operate 

quickly without great sacrifices in accuracy. Spam Nearest Neighbors technique identifies most important risk factors for the 

events using five different splitting criteria which provide high-classification accuracy. Based on different splitting criteria, 

different decision trees are constructed and those trained datasets and new testing datasets are compared, which gives the dataset 

values that have been correctly classified and accuracy is calculated. The criterion which has highest accuracy is used for further 

classification of risk factors that is decision tree construction and HD diagnosis.   

 

VIII. FUTURE WORK 
Future work involves in Nearest Neighbors construction for more events instead of finding for limited number of events 

with large dataset values. For duplication removal, here only simple technique of elimination of low values is applied but it can 

be extended to some other techniques or algorithmic approach.  
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